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Executive Summary

The Australia-United Kingdom-
-United States (AUKUS) 
agreement on strategic 

technology sharing has triggered a 
broader discussion on the necessity 
and ability for like-minded states 
to engage in deeper trade, military, 
intelligence, and information sharing 
for national growth and development, 
and also regional security. This report, 
like others in this series,1  highlights 
the Trilateral Security Dialogue (TSD) 
as an important platform to enable 
this agenda. Japan’s technological 
capabilities, strategic alignment, 
regional security concerns, and shared 
values make it a natural partner 
for Australia and the US in defence 
technology, particularly in the field of 
AI. There is also strong enthusiasm 
within the Japanese government and 
broader AI expert community to move 
beyond current project based defence 
cooperation agreements to bridging 
priority capability development with 
collaborative partnerships. Recent 
AI strategy documents highlight an 
encouraging alignment in this regard. 

In this report, the authors highlight the 
potential for AI defence cooperation 
with Japan and the role the Defence 
Trade Cooperation Treaties (DTCT) 
can play in improving AI collabora-
tion, particularly in dual-use domains. 
It brings to the fore the influence of 
uniquely Japanese cultural elements 
on civil-military cooperation and the 
need for cybersecurity assurances fol-
lowing recent high profile cyber intru-
sions within the Japanese Ministry of 
Defense. The benefits of sandboxing 
exercises that consider Japan’s par-
ticular regulatory landscape are also 

1

The Australian federal gov-
ernment has grown increas-
ingly active in the Artificial 
Intelligence (AI)space over the 
past five years with key strat-
egy documents relating to the 
use and development of AI, 
data policy, digital economy, 
and defence guiding much of 
the nation’s direction in this 

discussed, along with the importance of 
establishing focal points in each country 
to navigate government bureaucracy. 
The report also emphasises the impor-
tance of interaction between govern-
ments and public service, industry, and 
academia from Australia, Japan, and the 
US, discussing the potential benefits of 
such interaction, including overcoming 
linguistic issues in AI and harmonising 
ethical frameworks and terminology.

Introduction

This report examines Japan’s AI gover-
nance and development to explore op-
portunities and challenges surround-
ing innovation, interoperability, and 
ethical considerations. In doing so, it 
provides a preliminary assessment of 
Japan’s AI readiness for internation-
al collaboration. In brief, the report 
details the transformative impact of 
AI, especially its implications for stra-
tegic collaboration among the TSD 
countries. 

Supported by the Australian 
Department of Defence, this report 
provides the key findings from the 
third Trilateral AI Experts Group di-
alogue in Tokyo, Japan, jointly organ-
ised by RMIT University, the Research 
Center for Advanced Science and 
Technology, University of Tokyo, and 
the Pacific Forum. The workshop took 
place in November 2023 consisting of 
consultations with over 30 stakehold-
ers from defence, diplomatic, policy,  
private sector, and scholarly commu-
nities. The dialogue generated insights 
into enhancing AI cooperation while 
also highlighting a range of limitations, 
particularly in understanding how 
collaboration might take place given 
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current barriers across policy, legal institutions, and 
strategic cultures.

The first section provides an overview of the evolv-
ing Japanese AI landscape. This is followed by a dis-
cussion of Japan’s regulatory principles and the ad-
vancement of technology development policies in 
the AI space, evaluating the extent to which strategy 
frameworks have been addressed either via govern-
ment implementation or policy. Here, the section ex-
amines AI readiness in government as defined by the 
aspirational goals set out in the various public facing 
strategy documents at the national level.  The third 
part evaluates the strategic cultural aspects contrib-
uting to the slow adjustment to advanced technology 
collaboration with the West, with specific reference 
to military and defence cooperation. The fourth sec-
tion on AI cybersecurity and interoperability, widens 
the aperture on Japan’s defence strategy concerning 
the development of AI in the context of, and the ar-
eas and challenges for, collaboration with the oth-
er TSD partners. The final section looks at how the 
government can move forward with its aspirations 
and policies, before presenting recommendations for 
how to enhance AI collaboration among TSD part-
ners, deepen technology transference measures, and 
how to overcome restrictions around industry and 
military cooperation.

The Japanese AI Landscape

Recognising a whole range of perceived gaps across 

policy, technical, and legal dimensions, the Japanese 
government has made modest improvements toward 
AI development and its integration into security pol-
icy. The 2021-24 period has marked a pivotal shift in 
Japan’s strategic outlook, spurred by the recognition 
of AI’s transformative potential in national security 
and defence, particularly in the context of large lan-
guage models and machine learning. In 2021, Japan’s 
National Security Strategy emphasised the imper-
ative of harnessing AI to fortify its defence capabil-
ities, citing the need to adapt to evolving security 
challenges in the “digital age.” This policy directive 
laid the groundwork for subsequent initiatives aimed 
at leveraging AI technologies to enhance Japan’s resil-
ience against emerging threats.2  

To operationalise its AI-centric security strategy, 
Japan has embarked on multifaceted endeavours 
encompassing research and development, interna-
tional collaboration, and regulatory frameworks – 
albeit on the last two points there is still a lot to be 
done. Notably, however, the government has sought 
to allocate funding to propel AI innovation within 
defence establishments and academic institutions.3  

Concurrently, collaborative ventures with global 
partners, particularly in the United States, and more 
recently Australia in 2024, have facilitated knowl-
edge exchange and the adoption of best practices in 
AI-enabled defence applications, but again, this is an 
area that was cited by workshop attendees as needing 
improvement.4 

Within the broader strategic framework, the 
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government also maintains that it has prioritised the 
development of AI-driven platforms for intelligence 
analysis, cyber defence, and autonomous systems. 
Investments in advanced AI algorithms and machine 
learning have bolstered Japan’s capacity to process 
vast volumes of data, enabling an improvement in 
real-time threat assessment and decision-making.5  

Furthermore, the integration of AI into cyber de-
fence operations has also improved Japan’s ability 
to pre-empt and mitigate cyber threats, safeguard-
ing critical infrastructure and sensitive information 
networks, particularly after the failure in 2020 to halt 
Chinese cyber incursions.6  

As Japan has navigated the evolving landscape of AI 
in security, regulatory considerations emerged as a 
focal point of policy deliberations. The government 
has implemented measures to ensure the ethical and 
responsible deployment of AI technologies in defence 
contexts, emphasising transparency, accountability, 
and human oversight.7  Regulatory frameworks de-
lineating the parameters of AI usage in military ap-
plications have sought to mitigate risks associated 
with algorithmic biases, data privacy infringements, 
and autonomous weapon systems.8  By fostering a 
conducive regulatory environment, Japan aims to 
foster public trust in AI-enabled security initiatives 
while upholding international norms and standards.9 

These forward-looking approaches toward AI in-
tegration in security policy between 2021 and 2024 
reflect an improved and concerted effort to capitalise 
on technological advancements while addressing as-
sociated challenges. However, there are still apparent 
gaps in the Japanese approach toward AI and, more 
specifically, its capacity to engage with allies in miti-
gating such emerging threats. As such, the core driver 
of this third report correlates to the broader empha-
sis in examining strategies for enhancing Australia’s 
Artificial Intelligence capability development and de-
fence cooperation between Japan, the United States, 
and Australia under the TSD framework.

AI Governance and Development

Like Australia and the United States, the develop-
ment of Japan’s national approach to AI has evolved 
through iterations of documents, white papers, and 
strategic communications that have crossed between 
ethical, practical, and more functional proposals for 
AI adoption. These minor but notable shifts have 
characterised a unique national AI identity often 

at odds with other Western regulatory approach-
es, making international cooperation challenging. 
More recently, attention has been paid to interna-
tional frameworks, prompted by several concerns 
that Japan’s limited international collaboration on 
AI has reduced its ability to influence international 
standards. One source of this concern is that Japan’s 
soft law approach to advanced technology develop-
ment has come into conflict with higher standards 
in other advanced nations, therefore increasing the 
reputational risk for Japanese companies looking to 
engage in global AI markets.

A major concern along this line is that, currently, 
Japan has no regulations that “generally constrain 
the use of AI.” Explaining this development, Hiroki 
Habuka notes that “Japan has developed and revised 
AI-related regulations with the goal of maximizing 
AI’s positive impact on society, rather than suppress-
ing it out of overestimated risks. The emphasis is on 
a risk-based, agile, and multistakeholder process, 
rather than a one-size-fits-all obligation or prohibi-
tion.”10  While there is a growing basis for this line of 
argument, strong regulatory actions in the EU and 
the United States have sought to mandate ethical ap-
proaches to AI in trade regimes, causing Japanese 
companies to risk export limitations. According 
to Hideki Fukawa, director of the defense industry 
and aerospace division at the Ministry of Economy, 
Trade, and Industry’s (METI), Japanese companies 
have fallen short of getting certification due to reg-
ulatory concerns, even when the product quality has 
been strong.11

  
This type of thinking has gradually shifted at the gov-
ernment level as the emphasis on military applica-
tions of AI gains traction. The 2023 AI White Paper 
launched by the ruling Liberal Democratic Party, for 
instance, has outlined the need to focus more on the 
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broad-ranging implications of AI across values like 
human rights and privacy.12   Meanwhile, Japan’s 
leadership at the 2023 Group of Seven meeting 
(G7), and specifically the Digital and Tech Ministers’ 
Meeting, has further moved the government to adopt 
a more agile international framework to “harmonise” 
regulation and “promote AI governance in a coordi-
nated manner.”13  This approach, and its associated 
concerns, have also been raised among leading AI 
experts and academics in Japan who were consulted 
to draft a national AI strategy. For now, these discus-
sions are still in the early stages.

This research team’s interviews with experts on the 
sidelines of the workshop highlighted that guide-
lines had not shifted from AI Governance in Japan 
Ver. 1.1 report by METI (2021) and its focus on soft 
law.14  Perhaps more tellingly, neither the Ministry 
of Foreign Affairs (MOFA) nor the Ministry of 
Defense (MOD) had formally committed to gover-
nance discussions either in Japan or with partners 
like the European Union or the United Nations. 
This apparent gap in regulatory requirements and 
authorities has created uncertainty among business-
es, particularly as they aim to broaden international 
partnerships. Meanwhile, in December 2023, Prime 
Minister Fumio Kishida announced that the govern-
ment would establish an AI institute for assessing 
risks, while also “serving as an accreditation body 
for AI companies, and participating in international 
coordination with the United States and the United 
Kingdom.”15  Clearly, an effort is underway to build 
risk mitigation into the government’s AI landscape 
while incorporating broader adoption.
 

Traditionally, METI has commanded authority on 
matters of AI and, subsequently, export licensing, 
leading to a preference for economic objectives over 
security concerns.16  This has reduced the focus on 
AI collaborative partnerships for defensive applica-
tions, but economic considerations are also apparent. 
According to Rena Sasaki, 95 percent of defence sales 
among Japanese companies are still in the civilian 
sector where development prioritisation is still oc-
curring.17  These numbers demonstrate that the mar-
ket for AI-enabled defence and associated products 
remains marginal for companies in Japan, despite 
the strong international market for the same prod-
ucts. Meanwhile, METI has traditionally sought to 
focus its role on regulating and controlling sensitive 
exports than on promoting them; due in part to the 
long-term ban on weapons exports and defence-re-
lated technologies. Prior to 2014, when the ban was 
lifted, market actors were restricted to the sale of 
items to the Japanese Self-Defense Forces (JSDF), 
a condition that contributed to the decline of more 
than 100 Japanese companies from the market. Over 
time, innovation in advanced technologies, particu-
larly among smaller firms and startups, was reduced 
to items that did not intentionally contain military or 
dual-use applications.

 
Since 2014, these firms have made a comeback and 
now promise innovation in various AI domains with 
military end-use application. However, they contin-
ue to face barriers to broader development in inter-
national partnerships. One challenge is current ex-
port regime controls, and particularly Article 9 of the 
Japanese constitution which prohibits the export of 

Hideya Hamano / Flickr



Michael Virtue / U.S. Defense

95 percent of defence sales among japanese 
companies are still in the civilian sector where 
development prioritisation is still ocurring. 
THese numbers demonstrate that the market 
for AI-enabled defence and associated products 
remains marginal for companies in japan, despite 
a strong international market for the same 
products. 
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offensive weapons. An outcome of this circumstance 
is that the defence industry has adopted a passive 
stance on exports as a default position, and “feels it 
must wait for the Government of Japan to identify 
opportunities rather than take the initiative itself.”18  

Another challenge is the confusing bureaucracy on 
AI, with no strong coordination between the depart-
ments or government and industry. Major strategy 
documents like the Defense Technology Strategy 
(DTS), the Medium to Long-term Technology 
Outlook (MLTO), and the R&D Vision have called 
for stronger civil-military fusion, however, guidelines 
on AI remain less clearly articulated, and the chains 
of responsibilities for AI as a security enhancing tool 
remain ambiguous. 

These challenges have limited the capabilities of the 
civilian military industry, which is considered still in 
its infancy. Enterprises lack “international business 
acumen to create alliances” with partners for collab-
oration outside of Japan, noted one major investor, 
which has and continues to be an inward relationship 
to the Japanese market.19  While, as another observer 
remarked, Japan has “a lot of great talent,” it does “not 
have entrepreneurs in defense right now.”20

Strategic culture

One of the major contributing factors to Japan’s slow 
adjustment to military and specifically advanced 
technology collaboration has been the highly polit-
ical and sensitive cultural connotations attached to 
defence cooperation. Traditionally, and still to this 
day, the relationship between Japanese academia and 
MOD has been challenged by sensitivities attached to 
a pacifist constitution, deterring broader cooperation. 
Even industrial giants, and particularly legacy com-
panies like Mitsubishi Heavy Industries, Kawasaki 
Heavy Industries Ltd, Toshiba Corporation, and 
ShinMaywa Industries Ltd have been tepid in their 

responses to government outreach, wary of tarnishing 
their brand among consumers by joining in collabo-
ration with the military.21  Notwithstanding this ri-
gidity/inertia, some subtle but significant efforts have 
been made to develop stronger defence relationships 
with changes to how AI applications for security are 
perceived. The government for instance has replaced 
the term “dual-use” with “multi-use” technologies to 
imply that more than simply military research is be-
ing conducted. MOD has also sought to publicly dis-
tance AI dual-use application research between the 
military and academia by funding projects through 
a separate agency, the Acquisition, Technology and 
Logistics Agency (ATLA). 

Further linguistic and bureaucratic adjustments 
have been made to move around the cultural resis-
tance to advanced R&D in AI in the security space. 
While ATLA has been encouraged to “expand coop-
eration with other countries in the defense industry 
field” and develop “Japanese science and technology 
strengths, and R&D efforts, to meet defense needs,” 
MOD’s allocation for R&D continues to sit at around 
three to four percent of the government’s science and 
technology budget.22  These numbers are small com-
pared to what MOD and ATLA require to establish 
a Japanese version of America’s Defence Advanced 
Research Projects Agency (DARPA) or Australia’s 
Advanced Strategic Capabilities Accelerator (ASCA). 
Meanwhile, the focus in the Kishida administration 
has been on whole-of-government development of AI 
for economic security. This distinction is important, 
and while the recent focus on an Economic Security 
Act positions AI as a strategically important industry 
to avert national risks and enhance national compet-
itiveness, it also addresses efforts to improve nation-
al security. As one workshop participant noted, the 
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For japan, more than australia or the us, there 
is a sense of urgency aroudn rebuilding the 
focus on critical technologies.
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government has specifically avoided the term “mil-
itary” even as the research is likely to be related or 
complementary.23

AI Cybersecurity and Interoperability

Under changes to the National Defense Strategy, the 
Kishida government has unveiled big plans for lever-
aging cutting-edge technologies like AI for national 
defence. The announcement in early 2023 to raise 
defence spending to two percent of GDP by 2027, 
thereby making it the third-largest defence budget 
in the world, specifically sought to move the country 
beyond the “shield and spear” conventional posture – 
with the US providing the bulk of non-nuclear offen-
sive capabilities. In the AI space, this shift in defensive 
priorities has come with the recognition that MOD 
and the JSDF will need to significantly embolden the 
linkages between research results and “development 
conducted by start-ups and other companies and var-
ious research institutions into early production” for 
national defence.24  According to Shigenori Mishima, 
vice commissioner and chief technology officer of 
ATLA,  “ATLA will identify technologies that can be 
directly linked to future warfare,” and it will estab-
lish an institution that is “best suited to Japan, while 
referring to good practices as seen in, for example, 
DARPA and DIU [U.S. Defense Innovation Unit].”25 

For Japan, more than Australia and the US, there is a 
sense of urgency around rebuilding the focus on crit-
ical technologies. The penetration by Chinese-linked 
cyber elements into Japan’s defence ministry from 
2020 to 2021 damaged Japan’s defence industry rep-
utation while reinforcing the notion that the country 
was not yet ready to join allies in advanced techno-
logical collaboration through such arrangements as 
AUKUS pillar II or the ‘Five Eyes’ intelligence shar-
ing group. According to the Washington Post, “The 
hackers had deep, persistent access and appeared 
to be after anything they could get their hands on 
— plans, capabilities, assessments of military short-
comings.”26  Moreover, the Japanese government’s le-
thargic response to the hack caused allies to rethink 
their relationship with MOD. US Defense Secretary 
Lloyd Austin was to remark in public that US-Japan 
data sharing may need to be slowed until Japanese 
networks were better secured.27  

The response by the Kishida administration was 
swift. Under the National Security Strategy, National 
Defense Strategy, and the Defense Build-up Program, 

Japan is making various adjustments to the nation’s 
strategic outlook. For instance, military cybersecuri-
ty is set to increase four-fold to 4,000 people. In ad-
dition to reinforcing efforts in information security 
and cybersecurity, the Defense Strategy further artic-
ulated that the government would pursue means to 
enhance the US-Japan alliance’s technological edge, 
interoperability, readiness, and persistent warfare 
capabilities. Moreover, it would focus on “defense 
equipment and technology cooperation through 
joint analysis and joint research in cutting-edge tech-
nology, joint development and production of defense 
equipment, improvement in mutual interchange-
ability, shared use and reinforcement of various net-
works, expansion of production and maintenance 
capability of U.S. military equipment in Japan and 
reinforcement of supply-chain.”28  The language in 
the document represents a major shift from previous 
policies and actions, as demonstrated by the former 
reluctance of MOD to allow US cyber specialists to 
analyse the Chinese hack from Japanese systems.29  
The defence strategy, along the with the DTS, the 
MLTO, and the R&D Vision have sought to allevi-
ate these cyber concerns and rebuild trust between 
Japan and its allies. 

As a result, but particularly more recently, both the 
US and Australia have made agreements with Japan 
in building collaborative AI. With the US, Japan 
announced an agreement in December 2023 to 

Hunini / Wikipedia Commons



Hunini / Wikipedia Commons

7

research AI for uninhabited aerial vehicles (UAV) for 
future employment with next generation aircraft.30  
Meanwhile, Australia and Japan signed an agreement 
in January 2024 to enhance strategic capabilities in 
robotic and autonomous systems for undersea war-
fare. The project will be hosted between ATLA and 
Australia’s Defence Science and Technology Group 
and is the first arrangement under the bilateral re-
search, development, test and evaluation (RDT&E) 
arrangement signed in June 2023.31 For Australia in 
particular, the National Defense Strategy illustrates 
that Japanese military policymakers and analysts per-
ceive the defence relationship with Australia as be-
ing fundamental to building regional and integrated 
deterrence.

In addition to bolstering relations with the United 
States, Tokyo seeks to deepen the “Special Strategic 
Partnership” with Australia at all levels including 
the “Foreign and Defense Ministerial Consultations 
(“2+2”), bilateral/multilateral training and exercises, 
[and] defense equipment and technology coopera-
tion.” In short, Japan seeks to “build the closest co-
operative relationship second only to the Japan-U.S. 
defense cooperation.” These statements, taken also 
within the context of the agreements mentioned 
above, are likely to go far in harmonising technolo-
gy networks and information and data streams be-
tween the three member countries of the TSD.32  So 
far, these efforts have been bilateral, but with further 
integration, the logical next step is to branch out to 
the trilateral agreement.

The Way forward

Japan’s new National Defense Strategy, along with 
commitments to Australia and the United States, il-
lustrates that  existing recruitment problems are like-
ly to endure. One estimate by METI, for instance, 
suggests that Japan will face a shortfall of 789,000 
software engineers by 2030. While this will have an 
impact on economic productivity, the implications 
for defence are also concerning. The JSDF have not 
met a recruitment target since 2013, and the current 
attrition rate is considered high. Meanwhile, both 
MOD and the JSDF must compete with the private 
sector for new recruits, which generally offers better 
employment packages, and does not come with the 
stigma of being seen as pro-military.33    

Japan’s shrinking population, and its shortage of per-
sonnel working in advanced systems, means that 

AI will become central to future defence applica-
tions. Autonomous and AI-enabled systems will be 
required, for instance, to defend against cyber and 
electronic warfare attacks. As cyber threat vectors are 
projected to outpace human capabilities, systems that 
can act increasingly without human intervention will 
be at an enormous advantage. 

For Japan, channelling into this capability would 
ensure interoperability with US (and in the future 
Australian) forces. However, as noted recently by 
RAND Corporation, “the United States will be able 
to integrate its networks with Japan’s only if it has 
confidence that doing so would not lead to back-
door infiltration of its own networks.”34  This implies 
that the road is likely to be a long one, and there are 
already concerns that Japan’s transition may be too 
slow to affect the balance of power in the region, and 
contribute to broader deterrence against China.35

For  now, Japan is playing catch up in the cyber do-
main, and lacks sufficient implementation and in-
terface in other key domains. According to the IMD 
World Digital Competitiveness Ranking, Japan cur-
rently sits at 28 out of 63 countries on technical knowl-
edge.36  Meanwhile, the Australian Strategic Policy 
Institute’s Tech Tracker has Japan trailing behind on 
AI capabilities. For instance, for research contribu-
tion in the field, Japan scores 15th (0.9% proportion 
of top 10% publications) for research on adversarial 
AI, 20th in terms of AI algorithms and hardware ac-
celerators, 11th for machine learning, and 11th (in 
countries ranked highest in H-index) for natural lan-
guage processing. These measures are not definitive, 
and there are others that Japan excels at. But they do 
illustrate a shortfall in defence-related AI and cyber 
capabilities that will need to be addressed. All three 
TSD states face AI-related skills shortages, particu-
larly in the government and defence sectors. And no 
one state has been able to dominate all fields of AI. 

Finally, data linking and harmonisation among inter-
national partners will in the long run work toward an 
advantage for machine learning and Large Language 
Models. Among the TSD partners, however, Japan 
has much to catch up on. 
 
  



Recommendations
 
The following recommendations offer ways to maximise the potential of the TSD for AI defence cooperation.

1. Encourage the establishment of a Defence Trade Cooperation Treaty (DTCT) between all three 
TSD members, akin to the US-Australian DTCT, would improve AI collaboration, particularly in 
dual-use domains where Japan has considerable expertise. A DTCT would speed up tech transfer 
and knowledge acquisition between the partners, boost interoperability among teams and defence 
forces, reduce export control barriers, facilitate new defence technology cooperation, including co-
development, while also fostering mutual trust and information and data sharing. This step is necessary 
for transforming TSD AI collaboration beyond the current framework, and will go far in creating a 
community of DTCT companies within a common market, such as the US-Australian-UK one already 
in place.37  Such an arrangement has further implications for AUKUS pillar II and the deepening of 
advance technology cooperation among likeminded allies. 

2. Recognise and develop cooperation with Japan that considers strong cultural elements which 
continue to influence civil-military cooperation on advanced technologies. Australia, with the US, 
can incorporate changes to how agreements and even dialogues are framed, for instance, by minimising 
language that contradicts the position of Article 9 of Japan’s constitution, while also pursuing a strong 
ethical basis of use. 

3. Consider a cyber partnership for responding to international cyber intrusions. Japan has made 
excellent progress since the 2020-2021 Chinese cyber intrusions; however, assurances must be made 
before new arrangements are inked. This could be in the form of a cyber partnership for responding to 
international cyber intrusions. Building trust on cyber defences for enhancing protections of intelligence 
and data networks will do much to ensure bilateral and trilateral AI partnerships can reach their full 
potential. This will require first and foremost more interaction between cyber units of each country, 
followed by a harmonisation of processes in how to respond to threats and cyber penetration. 

4. Develop exercises between TSD members that model future advanced technology cooperation 
using sandboxes. Such exercises will  help to bring Japan’s unique regulatory landscape into focus and 
promote further integration of AI systems and processes. Because there are separate and often confusing 
authorities for AI in Japan, navigating government bureaucracy will require a point person from each 
country to expedite applications for collaboration. This will be required for government and Defence 
as much as for industry. For Japan’s burgeoning AI industry, these links will be crucial to breaking out 
from a formerly closed market (and for Australian Defence industry actors looking to enter the Japanese 
market) and contribute to a more advanced form of integrated deterrence.

5. Establish a mechanism / platform for higher tempo AI work teams from Australia, Japan, and the 
US. Whether belonging to ASCA, DARPA or government, further interaction between representatives 
of TSD member states will be instrumental in overcoming linguistic issues in AI, particularly around 
questions of ethics. Enhanced collaboration can lead to a deeper understanding and harmonisation of 
ethical frameworks and terminology, which is crucial for the development of AI systems that align with 
shared ethical principles. 

6. Develop working groups involving AI experts, ethicists, and policymakers from all three countries. 
This platform can facilitate regular exchanges, discussions, and joint research projects focused on ethical 
considerations in AI development and deployment. These workshops will help to develop a shared 
ethical framework that outlines the major issues around soft and hard regulations for AI and defence. 
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7. Foster linguistic understanding by promoting language exchange programs, joint research projects, 
and collaborations between linguists and AI researchers. This will help in developing AI systems that 
can better understand and interpret language nuances across different languages and cultures.

8. Strengthen collaboration on data sharing practices that ensure the ethical collection, use, and sharing 
of data for AI development. Develop guidelines for data sharing that prioritize privacy, consent, and 
security, and promote responsible data stewardship.
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