Episode 4 GenAI Transcript

0:01
Welcome to RMIT University Library's podcast that aims to provide a space for teachers, researchers, and students to share their thoughts on the latest issues that matter to the university community and the library.

0:14
I'm Sophie Langley.

0:16
Today's episode is a panel discussion about using GenAI in research writing, the promises, pitfalls and opportunities.

0:24
This discussion was the opening event for Research Writing Month in 2025, a series of events run by research academic skills advisors within RMIT Library in collaboration with RMIT School of Graduate Research.

0:38
Barbara Yazbek, a research academic skills advisor at RMIT University, is joined here by Doctor David Blades, Senior Coordinator of Research Integrity and Governance at RMIT University, Professor Robin Barnacle, Head of Academic School of Graduate Research at RMIT, and Associate Professor Stephen Gaunson, Director of Higher Degree by Research within RMIT's College of Design and Social Context.

1:04
Together they discussed the ways GenAI might be useful in research writing and where it could instead be unhelpful or even concerning.

1:12
Dr Dana Chahal, also a Research Academic Skills advisor at RMIT University, introduces the topic before handing over to Barbara and the panel members.

1:22
We acknowledge the people of the Woi wurrung and Boon wurrung language groups of the Eastern Kulin Nation on whose unceded lands we're broadcasting from.

1:30
Now over to Dana.

1:32
So we're kicking off today with our panel members discussing the hot topic of using GenAI in research.

1:40
Writing promises pitfalls and possibilities.

1:45
As generative AI rapidly transforms our world generally and the landscape of doctoral research and academic writing more specifically, it offers both inspiration and concern.

1:59
On the one hand, GenAI is hailed as a revolutionary tool that can illuminate new paths in scholarly practise and provide invaluable support to research writers.

2:13
In the words of Andrew Ng, a prominent AI researcher, artificial intelligence is the new electricity.

2:23
On the other hand, critics like Noam Chomsky, the father of modern linguistics, warn that AI is no more than high tech plagiarism that provides a way of avoiding learning and that raises deep ethical questions that must be addressed.

2:45
To help us navigate this new terrain, our esteemed panel of RMIT researchers will delve into issues around the practical uses and potential misuses of GenAI, highlighting the technology's limitations and implications.

3:02
We hope this conversation invites deep perfection and deliberation about research writing in the age of AI.

3:11
Just very quickly at this stage, just to get a sense, how many of you here have used AI?

3:21
Well, like used it.

3:23
Yeah, great.

3:25
How many of you have used it for research purposes?

3:31
OK, a lot of us have.

3:32
OK, cool.

3:35
And how many of you have used it for writing manuscripts and or proposal grants, writing thesis or journal articles?

3:47
Or, you know, a little bit.

3:50
OK, OK, cool, excellent.

3:54
So.

3:56
So now that we've gauged your familiarity a little bit with AI, I invite my colleague Barbara Yesbeck to introduce today's panel.

4:07
OK, Thanks, Dana.

4:08
So sitting next to me here is Doctor David Blades, Senior Coordinator of Research Integrity and Governance.

4:16
Next to him is, as you probably know, Professor Robin Barnacle, Head, Academic School of Graduate Research.

4:23
And next to her is Associate Professor Stephen Gaunson, Director Higher Degree by Research College of Design and Social Context.

4:31
So DSC.

4:32
So we've deliberately invited a range of people from the university community, all who have something to say to our HDR cohort.

4:44
So welcome to you all and thank you so much.

4:46
We're so pleased you could be here.

4:48
All right, so as we've heard, we are talking about GenAI today we want to touch on or maybe delve into promises, pitfalls and possibilities.

4:58
There's the alliteration for you.

5:00
All right?

5:01
Let's start by addressing the elephant in the room.

5:04
So there's significant concern, if not outright anxiety, about the way that this technology unleashed on us in late 2022 by open AI in the form of ChatGPT will impact what we do in universities in fundamental ways.

5:20
So I'm going to pose a following question now to anyone of you who wants to start.

5:24
OK.

5:25
Do you think that the anxiety is well founded?

5:28
And if so, why?

5:30
Or if not, why not?

5:35
Yes, Stephen.

5:37
Well, I mean, I was interested that a lot of people were putting up their hands and they're using it for research reasons.

5:43
Like are you putting your own research into AI machines?

5:49
Because once you're doing that, your research is basically in the AI ether.

5:55
And when you're you're putting a search into AI, everything that it's coming up with is things that other people have put in to that engine.

6:06
So what you're essentially doing is you're giving away for free your sensitive contribution to your area and to your knowledge.

6:15
And I think that's the real concern that people are having, and people may not be that mindful of that.

6:20
Once you put your stuff in, even if you're asking it to, you know, fix up the writing or grammars and, you know, grammar, grammical errors, you're compromising your own protection of, you know, your research.

6:39
Yeah, just really quickly.

6:40
And then I'm going to go to you because although I'm going to go to Barbara.

6:43
So Steve, that's partly why we really promote the use of Val, the in house system.

6:50
So do you want to just talk to that because that doesn't necessarily have those same issues.

6:54
It's a closed system.

6:56
It's a closed system, but it would still be if you put into.

6:59
So are you aware of Val and Val is the RMIT AI one?

7:04
And I will get to that maybe later about using academic AI engines, which you know is highly recommended.

7:11
You know, don't go to ChatGPT if you're looking for research things.

7:15
But even if you put into Val, it would still be stored on Val, right?

7:21
Like if I'm putting my information into Val, it might not be going into the the greater world, but it's still being held within an RMIT search engine.

7:31
And the question is, will, like a ethical people kind of managing that data and what is happening to my data?

7:39
I, I mean, you should be really cynical and paranoid about the people who are managing these engines, like, are good ethical people actually doing the right thing by you and by their users and their paying users is what I would say.

7:52
So I would just be very mindful of what information I'm putting in that I have generated from myself into these engines.

7:59
But sorry, David, I think, yes, I think that was.

8:04
So.

8:04
David, as Senior Coordinator, research Integrity and Governance, how would you summarise the ethical concerns that we've just been talking about?

8:13
Yeah, that's a huge one to start off with.

8:16
I would answer your previous question, if I may, just saying, yes, anxiety is deserved.

8:23
I'm anxious as someone who works in research integrity, but I'm also anxious as a human in a society, in a civilization that relies upon knowledge and the challenges that are posed to research to that knowledge do relate to trust.

8:39
And research integrity is fundamentally about trust in research and making sure that that research is useful to society, to other researchers.

8:50
And a lot of the challenges that Stephen and we're going to talk about today threaten that trust, like inaccurate information, like biassed information, like as Stephen was saying, the way that that information is stored and shared and, and how is that used?

9:07
Those are some of the very prevalent risks.

9:10
But then there are perhaps some more deeper, what should be some deeper ones for research candidates in so far as the erosion of vital skills for researchers to develop and to have to be successful and for their research to be of of high quality.

9:29
It sounds like.

9:30
Do you want to say something, Robert?

9:31
Thanks.

9:32
I'll, I'll definitely pick up there.

9:33
So in my role in the School of Graduate Research, I, I really want to focus today my comments around the issues that are arised for researcher candidate capability development.

9:43
So that's developing those research knowledge and skills that under the Australian Qualifications Framework, our graduates in research degrees, masters by research and PHD's are expected to attain.

9:56
So there's a whole range of these, but they really go to kind of high level communication, research skills, critical thinking, independence, all those really important capabilities that we associate with researchers.

10:09
And so with the emergence of any technology and tool, there is always a question about, I mean, I really try and put it two ways.

10:17
One is how can GenAI help facilitate and enable the development of this large, you know, suite of knowledges, skills, capabilities, qualities?

10:29
Is one of them, like trustworthiness is definitely a quality And how might these tools limit or circumvent the development of these?

10:38
So I think they're the questions we should always have in our mind.

10:41
So really from me, I think one of the real anxieties, and I'll touch on what has just been said, it's really around learning.

10:50
And when it comes to writing, research writing is, well, it's hard.

10:57
It's really as simple as that, and it takes a lot of time.

11:02
Expertise takes a lot of time to develop.

11:04
So when you're presented with something that kind of superficially looks like it does that hard work really quickly and easily, it's tempting.

11:13
And that's a real concern because, not just because, you know, it encourages laziness, but more fundamentally, it can really undermine the learning that is at the heart of research and of research training.

11:26
So I would kind of constantly come back to that learning.

11:29
And I guess sort of echoing the Noam Chomsky concerns there, but this is not to, I'm actually naturally definitely a Luddite, but and I do use these tools sometimes.

11:40
I think, you know, there's things we can use with these tools, but it's it's getting that right balance.

11:46
I mean, you can see how it's a bit of a quagmire for our candidates because on the one hand, the tools are available.

11:53
Sometimes you don't even have to go into a tool to have a tool offer you things.

11:58
I was in something the other day and I just had pop ups offering me to rephrase what I was writing or what have you.

12:05
So Stephen, in your role, since obviously you work with HDR candidates in your school, have you found that the advice that you give to candidates has changed with the emergence of GenAI ?

12:17
Oh, absolutely.

12:18
I mean, if you just think about it like a year ago, the conversations we were having, I mean with the candidates, can I ask you all the question of show of hands?

12:26
How many are you having open conversations with your supervisors about using AI?

12:32
Oh, OK, a few of you, because I find it remarkable that supervisors and candidates aren't actually discussing openly, without it being a shame thing, about AI.

12:43
Because, you know, one of the first conversations I'm having with my candidates now is about Val and AI and how that's being used in the ways that you can use it.

12:53
But I really touch on what Robin was saying that the thing about doing HDR, a PhD, an MA, it's about your original contribution to knowledge.

13:03
And that's what you're being assessed right at the end line.

13:07
And AI can't create a contribution of knowledge for you, right?

13:11
You have to actually do that work.

13:13
Now, it can do a lot of things for you, but it can't actually do that crucial work for you.

13:19
And so it's a better, it's a matter of how do you use AI to effectively enhance and develop and widen your research.

13:28
And there's great things about AI that I would say, you know, I'm actually able to reach different disciplines now with my research through what age AI can actually give me.

13:38
But as far as the contribution goes in my original contribution, that's the hard work that you need to do.

13:45
And the blank page is always the scary part of any research.

13:49
But if you if you're going to AI at that point to give you a full page, that's where I think you're in trouble because you're already starting something that's very artificial.

13:59
And something else that I'd say about AI is sometimes it will give you this, you know, great couple of paragraphs with all these references.

14:05
You think this is fantastic, dig into those references because a lot of the time those references is actually created through AI engines.

14:13
It's not actual research and references that actually exist in the real world, right.

14:18
So you, again, you've got to be really careful with how you're using AI and how you're actually incorporating that into your work.

14:26
Yeah, Thank you, Stephen.

14:28
So Robin and David, in your role training future researchers, I wonder how do we communicate to them that you can use the tools, but don't expect it to help you to be more original or to make that contribution that you you need to make in your field?

14:50
How do we.

14:51
Yeah.

14:51
Can I jump in first?

14:52
Yeah.

14:53
So we in the School of Graduate Research have some guidelines for candidates on the the web about using GenAI in their in their thesis.

15:02
We're actually reviewing all those at the moment, but but they are there.

15:05
So we do have the guidelines, but I think there's a, a, to me, a, a real opportunity that's presented itself here.

15:12
And it is to really interrogate the question of what is research writing and, and what is learning and what is going on there.

15:20
And for a long time, certainly in the philosophical world, the concept of writing has been interrogated and it really is seen as a a process of thinking of meaning making, the very act of writing.

15:35
So it's not that you decant these fully formed ideas from your head onto the page, you're forming them through the writing process.

15:43
Like, this is what scholarly writing's about. Other forms of writing, maybe you are decanting fully formed ideas.

15:48
But scholarly writing, it is a working out in process.

15:53
So the very act of tackling that blank page, and I would say embrace the blank page, throw yourself in there.

16:03
That is how you how you learn and develop knowledge.

16:08
So the thing about writing is it's not simply a skill. It is a skill, but it's more than that for a scholar.

16:16
It's, it's how we develop our authority and confidence and expertise.

16:22
So unless you go through that and do that work and get to know the literature and get inside the debates and the concepts that you're working with, unless you do that, you won't develop that confidence.

16:34
In other words, you won't become a researcher.

16:37
You might have these outputs, but it'll be kind of superficial.

16:41
So there's more to writing than the technical act.

16:45
So machines can help with the technical act, but they cannot help with that broader ontological and identity based aspects that is part of that journey of becoming a researcher.

16:56
So that's, that's the sort of ideas that we want to help promote to help early career researchers.

17:04
Our candidates understand that developmental process of becoming a researcher and accept it's going to be uncomfortable at times and difficult.

17:13
And that's part of the process.

17:15
I wonder, David, would you like to add something to that?

17:19
Robin's just given me some very fond memories of my own doctoral research and that process of, of learning, of mastering a literature of, of having conclusions that are backed up by the thinking and, and by that process.

17:34
And that's something that is vital.

17:37
Excuse me to, to all research and something that that definitely shouldn't be lost.

17:41
And I said I was anxious before, but I'm also optimistic because these tools, these platforms offer an opportunity to focus on that human part, that knowledge part, that original contribution.

17:55
Because there's so much other busy work that goes on around research and project management that can be eased, can be expedited and and assisted with these tools to take away some of that busy work from researchers and allow you to focus on that exciting bit like the the topic you've chosen the the thing that interests you in order to find that original contribution and to share that knowledge with others.

18:24
Yeah.

18:25
Can I just throw in a comment about Robin said, about being a researcher and what a researcher does is they, they're able to orally defend their work.

18:33
And that's why milestones really good, you know, getting grilled in a milestone, being at a conference.

18:38
A lot of universities are bringing in an oral defence now as part of the examination.

18:42
You know, maybe our MIT will at some point AI can't do that for you.

18:47
So again, you know, being a researcher, it's about, you know, a multiple range of skills that you're developing across your candidature.

18:55
And what you're doing here is research training and AI is one component of that.

18:59
But at the end of the day, it is about you being a researcher, being able to defend your work, whether that's through writing or through an oral defence, which I think is also really a really important skill to to be developing.

19:13
It's interesting isn't it, that GenAI is making us have these kinds of conversations where we're thinking about going back to an oral defence or going back to exams where we're, you know, writing on paper.

19:28
OK, I'm going to play devil's advocate now and I'm going to suggest that GenAI is in fact a moment in history on a par with the invention of the printing press, which we all agree revolutionised the way texts were created ultimately for the betterment of all.

19:43
So that means it brought literacy to the masses, right?

19:47
So I'm going to ask the panel this does GenAI have the potential to make knowledge production more democratic, that is more equitable by making textual production more available to all?

20:00
And here I'm thinking of the global south or writers for whom English is not a first language.

20:06
And I do think that that

20:09
is possibly a cohort that is drawn to the potentials of AI to help learning actually and help expression.

20:20
So would anyone like to take me up on that?

20:26
Well, why, why does anyone keep looking at me?

20:30
Well, it gives you, it gives you a wider range of research.

20:34
I think it does help.

20:36
It can help with grammar and and things like that, which is really good.

20:39
And it does level the playing field. Also

20:43
I mean, you may be enrolled at RMIT, but you may be offshore, you know, and you may not have access to the state library, you know, across the road for us and things like this.

20:53
So I think for those reasons, yeah, it is quite democratic in what it can actually do for you.

21:03
And also the cross disciplinary aspect that I touched on before, you know, it does allow you to really get into other disciplines and I'm seeing it a lot.

21:12
You may be as well, Robin, with candidates, there's a they are more aware of other disciplines and what they're doing in, you know, the same sort of with same sort of questions and research approaches and things like that.

21:25
So I think ultimately, it's, you know, AI is a good thing, I, if I had a choice to get rid of it, I wouldn't.

21:31
It's, it's a matter of how do you use it and how do you use it effectively?

21:35
And I remember like 15 years ago or 20 years ago, like when Wikipedia was coming in, and then we were having all of these same conversations.

21:43
And now we know how to use Wikipedia.

21:45
And we know it's kind of like a starting point and it gives us some ideas that we can then sort of go down our own rabbit holes with.

21:52
And I think AI is a bit like that.

21:55
Yeah, Sure, Robin.

21:56
Yeah, throw in, in terms of democratisation, I think that the other aspect that we haven't talked about is the environmental footprint of these technologies.

22:07
And so they, of course, for some reason, I don't fully understand why it takes a huge amount of water for one of these tools to do even the most mundane tasks.

22:18
So that huge environmental footprint and like all things will more negatively impact ultimately on the developing world than the US in the privileged West.

22:29
So it's not as straightforward as that.

22:32
But I do think certainly for writers for whom English is not their first language, it's, it's, it's a helpful tool for, for grammar and syntax.

22:41
It's no doubt about that.

22:44
Ultimately, it's, I don't know.

22:46
I wouldn't it's a machines can't think so whether they're a force for democracy or not, I would kind of err on ultimately I think technologies are neither good nor bad.

22:59
They're, they're neither.

23:00
So I would say it's I, I wouldn't be able to answer whether it's going to be ultimately good or bad for democracy.

23:07
OK, Yep.

23:09
David, did you want to add something please?

23:11
I concur with Robin entirely, but in particular that point you made about communication of research and communication of ideas and obviously thinking about doctoral candidates and and supervisors in this room.

23:25
One of those I guess the the busy work tasks I was talking about a moment ago was the way that we share that knowledge with others.

23:33
And if you were, you know, working with people, doing interviews, human participants, then being able to share the results of your research with those people is respectful and, and fair.

23:46
And these tools would allow you to communicate that in an appropriate way without the, the academic terms and the, and the buzzwords and the jargon.

23:55
And that's a vital thing.

23:57
That's an improvement for participants and also some more time gained for researchers.

24:05
The other way of looking at it for me is like even we're saying a bit earlier about how these tools are trained and the data sets they draw upon.

24:15
If you do have a reliable source of data, then that's great for the democratisation of knowledge.

24:21
But unfortunately, so many of these tools draw upon the open kind of trashy Internet and users won't necessarily have the kinds of critical thinking skills that researchers develop.

24:33
And so accepting the responses from poorly trained, poorly developed tools is a a real challenge to knowledge and to the trustworthiness super search.

24:45
So OK, I'd like to bring the discussion back to the HDR candidates then in the room or online and say, what advice would you give a candidate who's just starting a PhD and finds that their peers are using GenAI tools for a range of activities from finding literature and creating summaries to rephrasing text and providing editorial input.

25:10
Perhaps this candidate is worried that they won't be able to keep up with their peers if they don't adapt and start to use GenAI tools too.

25:18
So what would your advice be?

25:20
Should they use GenAI tools to keep up with their peers?

25:26
Yes, Robin.

25:27
So from a school of graduate research perspective, this I've had this question from candidates, do you have to use AI, GenAI tools and thesis?

25:35
No, of course you don't.

25:38
More broadly, I think with the emergence of any significant technology as researchers, we should at least be curious and and dabble.

25:45
So I would encourage using these tools and exploring them, finding out what they can do, what it can do for you. Even I have done that and I'm a luddite as declared.

25:56
And I found that in terms of kind of superficially suggesting kind of suggestions like tone in writing and things like that really quite, quite useful for other tasks.

26:09
I found it really kind of unhelpful and kind of because leading to kind of busy work because you have to be so cautious about the, the outputs, you know, is it accurate?

26:21
Is it hallucinating?

26:23
Is it plagiarised?

26:25
That there's so much kind of reviewing that needs to go on from the output that you've generated that I kind of feel like I might as well just do it myself.

26:34
But this really goes to the heart of the matter.

26:37
I've written a thesis years ago, last century, pretty much by hand.

26:42
So I've done, I've learned how to write and do all those things.

26:47
So I would always take a sort of research capability development attitude.

26:50
So on one hand, yes, explore, dabble, use if useful.

26:55
But because as candidates you're developing research skills, you need to be extra aware and careful about how you use them and making sure there's not going to circumvent your development of those skills.

27:10
Yeah, David, excuse me.

27:14
I'm interested in the scenario you posed because it points to some of those broader structural challenges for researchers and for doctoral candidates in particular.

27:23
And that's the competitiveness of the institutional environment.

27:26
And that competitiveness, the way that people are measured and assessed and rewarded can lead to shortcuts and untrustworthy research,

27:35
and, and poor practices.

27:37
I'm really fascinated by something that one of my colleagues mentioned this week is that because these tools appeared so quickly and developed the way they have with such rapidity, the usual way that researchers would use to guide their research practices,

27:54
like what's an accepted disciplinary norm, what's accepted in your particular field, didn't have time to evolve before these became mainstream instruments for for all researchers.

28:05
So I guess the practical thing, the advice I would have for everyone using GenAI, but for the hypothetical candidate you mentioned, Barbara, is for a human to always be involved in what comes out of a generative AI platform.

28:20
And that's like the the review stuff that we've heard from from Robin and Stephen, because ultimately the human researcher is accountable for their research and and these tools aren't.

28:32
Yeah, absolutely.

28:33
I think it's important to remind people that they are actually the ones accountable for whatever they produce in their research.

28:39
Stephen, I would like to ask you though, I'm just curious, have you come across this candidate or this kind of problem?

28:46
I do have a response, but Robin wanted to jump in.

28:49
But I think back to my kind of more philosophical take on this.

28:55
One of the opportunities actually is to kind of really kind of with judicious use of these tools, kind of set yourself apart as a writer with a really clear voice.

29:06
Because what we're seeing is standardisation.

29:08
We're seeing it in undergrad work, we're seeing it in HDR as well, where all the writing starts to sound the same.

29:15
And actually all of us have a unique voice and that is our strength and we should work to that.

29:20
And I think ultimately that will become even more valuable and more you'll be more able to kind of different, just differentiate yourself in a kind of busy research marketplace,

29:30
It's mixed metaphors, through doing that.

29:33
So I think kind of, OK, maybe your colleagues are using these tools pretty heavily, by being a bit more judicious you might actually ultimately kind of really position yourself really effectively.

29:45
I don't know how many people here are from DSC, but in DSC, in the HDR curriculum, in every course now we're writing AI into the course for conversations to have, you know, asking candidates to play around with the different tools to learn.

30:01
Because I think that's the important thing that we're actually having these open conversations with one another and we're trying out different tools.

30:08
But just touching on what David said, what it can't give you is the rigour, the rigour of the research.

30:14
And that's, that's the crucial thing of, of what we're, what we're doing here and why you're here.

30:20
And I agree with Robin.

30:22
I mean, putting it the asking it to change the tone or something like that is it can be actually quite helpful.

30:27
But the thing about AI, artificial intelligence, there's nothing actually intelligent because it doesn't know the meaning of words.

30:36
All it knows is how other people are using those words.

30:40
And then it sort of predicts how it thinks you should, you know, it should be interpreting that.

30:46
And the thing about AI, you put a question in today and then ask the same search engine this exactly the same question tomorrow and it will give you a completely different range of data and references and things like that.

30:59
So it's just predicting what it thinks you want.

31:02
You know, it's trying to make you happy AI, but it doesn't actually, no, it can't think.

31:07
So you're the one who has to do the thinking.

31:10
I'm actually, I was writing, I'm a film historian and I'm writing on a film called Stalk at the moment, which is a 1971 Australian film.

31:18
And it was coming up with all this stuff on this animation film called Stalk.

31:22
But I had, I, I as the expert had to know the difference between those two films.

31:27
And that's the thing about using AI.

31:29
You have to be the expert in the field because you have to know what is true and what isn't true and what it's referencing, which is what you want to what it's not referenced, you know, to referencing other things that you don't want.

31:40
So it, you could never just rely solely on AI.

31:43
And if you do, you do it at your own peril and you will get caught at some point.

31:51
That the predictive nature is actually inherently conservative, isn't it?

31:56
It's everything that's kind of already been done.

31:58
And that is antithetical to what we're doing, trying to create new knowledge.

32:02
We're looking for new insights and connections.

32:04
And you're not necessarily going to find that.

32:07
Well, one thing, it's not as a tool that actually is thinking.

32:10
It's not, it's not as intelligent, but actually it's not kind of pushing.

32:15
It's not, it's not creative.

32:17
We are, yes.

32:19
Creativity is that I think is something that we all need to talk about a lot more when we speak about Gen AI.

32:25
So to draw the discussion to a close, I want to ask you all each this particular question.

32:32
And I've chosen this question to finish and I had a few questions here, but I'm going to choose this one because I can see that the discussion has been a very cautionary really discussion up until this point, right?

32:43
So if you could implement one guideline or policy for responsible Gen AI use in doctoral writing at RMIT, what would it be and why?

32:54
The one guideline or policy, what would it be and why?

33:00
David, you're used to creating policy and guidelines. To be an easy response, but I was, I didn't expect that question.

33:12
Thanks, Barbara.

33:15
It's not something you can capture in policy and procedure.

33:19
And I've already talked about having a human involved in in using these tools.

33:24
But what I come to in my mind is this idea of reflexivity, which applies for education.

33:32
All research practises all the decisions that we as researchers will make.

33:36
But I think it's particularly useful for for this discussion because being able to position yourself against the use of these tools and the trustworthiness of your research and to take a step back and consider principles of responsible research and whether the use of these tools does help you communicate, whether it's starting to do something more than that is, is, I think a useful and vital thing.

34:05
Again, it's not something you can really put in a process or a procedure, but it's it's useful for thinking about research practises and making sure as best as we can that our decisions and our practises do make our research trustworthy, make our research useful for other researchers, for communities, for industry partners, whoever it is that might, you know, consume, if you'll forgive the use of that word, what comes out of the exciting project of a higher degree by research.

34:35
So to me, it sounds like a meta cognitive process, as though you could put some checkpoints up and ask yourself, am I every time you sit down at your computer, Robin, one policy one guideline.

34:50
And I know that you're in the process at the moment of creating some guidelines anyway.

34:55
So I'm sure you've been thinking about this, We have been thinking about this.

34:58
We're thinking of making a module for commencing candidate.

35:03
So after the session, if you've got any ideas, let me know.

35:05
But one idea I did have was to take the, I don't know if anyone here remembers the train campaign dumb ways to die.

35:14
I was thinking dumb ways to do research as it was kind of playful and and less sort of codified sort of take, which is to sort of spin it around and go, well, what don't you want to become here?

35:31
I, I don't know that I wasn't very serious about it, but I'll, I'll throw that one into the mix.

35:36
Lovely.

35:38
I'm in DSC and we often push against policy, but here I am coming up with a clear policy.

35:42
I would say that every researcher in our RMIT, whether they're HDR or an ongoing researcher is to write a 200 to 500 word statement on why and how you use AI.

35:57
And I think that would be very, could you use gen AI to write it?

36:02
Well, you could, but it's such a personal thing.

36:05
I mean, I think we sort of something, a thing that we've been discussing is the personal aspect of research, you know, and the engagement.

36:12
And if if you think of, you know, what, what writers do you like?

36:15
What researchers do you like?

36:17
Often they're, they're great storytellers and they're telling you a great story about their research and what they're doing.

36:23
And there has to be, you have to be mindful of why you're using AI.

36:28
Like, what do I want to use this for?

36:30
Why am I using this?

36:32
And it would be quite a confronting thing for everybody at RMIT to do.

36:35
But I think it would be actually quite a helpful thing because then the next time when they go into the engines, they could think, Oh yeah, This is why I'm here.

36:42
This is why I'm using AI.

36:43
And it might literally just be, I want to change the tone of what I'm writing.

36:48
You know, sometimes with emails when I'm really angry at something and I write this really emotional email and then I'll put and I'll say, you know, right in this more academic way and it takes all the emotion out for me and I'm like, well, it's, it's perfect without actually offending anyone for sending it, you know, so I think there are reasons to use AI which are really helpful.

37:06
And that's what I would that that's that's what I would implore everyone to do from here.

37:10
Write a 200 to 500 word statement on why and how you use AI. 100% jump on board.

37:17
I love that.

37:18
And if I've been using the word tools all afternoon, if you imagine these tools are something like, forgive me for using a bit of a positivist to maybe STEM example, like a piece of lab equipment.

37:30
If you were doing experiments in a lab, you would record which piece of equipment you use, what were the parameters of that you put in the lab book.

37:38
And all of this stuff would be in a methodology that you would describe in in the research output.

37:42
So whether it's a, you know, a side, an abstract before the thesis or in a methodology section, some declaration, some documentation of the use of this stuff, because that information is really, really vital for peer reviewers, for assessors, for readers of your research to understand what's going on behind the research.

38:04
Right.

38:04
For me, one thing about equipment and tools is that we tend to think that they're neutral and they're not.

38:10
They're neither positive nor negative and nor they're neutral.

38:13
It's a bit of a paradox.

38:14
So every time you use a tool, it, it somehow affects your perception of the world and microscope, whatever it is, including AI.

38:21
So that, that engagement and description of how you use it needs to be critical.

38:29
And currently, actually at the moment, the policy does state that candidates need to submit a statement pretty much on the lines of what Steve just said with their submission.

38:38
So we, we're going to develop more guidelines for how to do that.

38:42
I, I reckon that the key, one of the key concepts to finish on is trust.

38:47
And I think it's trust in research.

38:49
I think it's trust in yourself as researchers and investing in your own trustworthiness in your development as a researcher and really your own, invest in yourself.

39:00
These other things are secondary.

39:02
It's it's what we bring as scholars that really makes a difference and will set you apart.

39:10
Thank you, Robin, that's a great way to finish.

39:12
One word, trust.

39:14
So that's a good, good, good to finish with on a good concept to finish with.

39:19
Let's open to for questions, please.

39:21
So do we have some questions in person?

39:25
Huong's got a microphone there.

39:27
So Yep, you know, just raise your question.

39:29
Yep and thank you.

39:34
Can you tell us your question and direct it to a guest speaker in particular, or tell us if you just want anyone to answer it. Any anyone's fine.

39:44
I've actually just completed my PhD looking at authorial intent in generative text, which I spent eight years doing.

39:50
So perfect large language models came out halfway through.

39:53
I had to adjust a bit.

39:56
I was also curious about the AI song we had playing before we came in, which is interesting.

40:03
Speak to Huong about it.

40:04
Fair responsibility.

40:07
So I've got my girls are in, I have a couple of kids who are in years 8:00 and 9:00 at high school.

40:13
A lot of their peers I've scared my children off using, but their peers use it by 20-30, early twenty 30s.

40:21
We're going to have a cohort coming through who have been using the technology.

40:26
How do we feel about, I think it's having to tie in with anything.

40:31
Anything the researchers we try to get them to do.

40:34
And the idea of having to write a statement I think is a wonderful thing before you go, like including your prompts and the systems you're using to pass on to anyone assessing your work.

40:45
But it's going to have to tie in with undergraduate teaching.

40:48
Because if students have been encouraged to use the technology in their first, second and third years, and then they get to research and we're told something different.

40:56
Do you think that anything we tell researchers has to be part of the entire university experience?

41:04
And also just one other thing, given that it's a giant bubble and might burst by 2027, do you think we'll have to worry about this by 20-30?

41:12
I was going to ask if it was a fade.

41:14
That was one of my fad.

41:15
That was one of my question.

41:17
Who would like to take that?

41:21
A bit like consent, which is now introduced in school curriculums pre primary and can be taught very well from that stage onward.

41:31
I think it's the same.

41:32
I think we just need that critical engagement with these tools.

41:35
As long as that's in the curriculum all the way through, I, I don't see it as a as a problem.

41:42
I don't know if it is sufficiently that critical engagement, but I think that's the key.

41:47
It's not about whether the tools are used or not.

41:49
It's, it's how.

41:52
Yeah.

41:52
And I would say it's because I have children probably similar age, year 7 and year age.

41:59
And it's not talking about AI like it's this plagiarism tool or that it's this naughty thing that, you know, you don't use AI, ever use AI because that just creates this whole underworld kind of movement almost right where it's talking openly and honestly about, OK, how do you use AI?

42:21
Why the consent aspect of it and kind of using it as something that's there.

42:27
It's like, you know, it's like spell check on word, right?

42:31
Like you're not reading someone's essay and going, did they spell all these words themselves or did they use spell check?

42:38
You know, it's using spell check to enhance the reading and the writing experience.

42:43
And I think that's that's what AI is.

42:46
And will the bubble burst?

42:48
That's a good question.

42:49
I mean, you spent eight years with it.

42:51
You could probably answer for us better than we could.

42:55
I think it I think it will reach a critical point most probably and it probably won't go anywhere else.

43:01
I was thinking about the Internet recently, you know, like it's a bit disappointing.

43:06
I find the Internet like it hasn't really gone on to be the great, you know, new world that we were all hoping and expecting it would be.

43:14
And I think AI will probably be a bit like that, that it will kind of reach a certain point where people just become a bit disappointed in what it can do.

43:21
And that will be it.

43:24
That's right.

43:24
At the moment it's just fear and anxiety that people are having about it.

43:28
Sophisticated cat videos.

43:31
Do we have any other questions from the audience on the side here, please?

43:35
Yes, yes.

43:39
My question is, what about using AI to develop interpersonal skills as a researcher?

43:45
And do you need, do you need to learn self promotion independently as a researcher or can you use AI to do that?

43:54
Do you have anyone in particular that you'd like to address that question to David?

44:00
It's really, really interesting.

44:04
And my immediate thought was because I'm so terrible at self self promotion, I didn't pursue the the kind of academic pathway that comes out of research.

44:14
I'm still involved in research, but from a support perspective.

44:17
And I wondered whether having those tools available would be of great of use at the time I was I was wrapping up my study.

44:25
So I think this is one of those instances of the benefits of AI to help researchers in a non knowledge in a non novel contribution way.

44:35
And I've seen colleagues who've used particular platforms like Claude, for example, to really tailor and synthesise applications and and CV's.

44:46
So those are kind of discreet, almost old worldy examples of that self promotion.

44:52
That's before you even get to things like social media, for example.

44:56
So yeah, I think that's a real great opportunity and one that maybe we don't talk about enough because it's not directly related to research.

45:06
It's about how a researcher progresses through that competitive ecosystem.

45:11
So yeah, I think that's the exciting idea. For the self self promotion aspect

45:17
we did a industry panel recently and we had people from industry saying do not get your, do not use AI to write your job application, right?

45:27
Because it is the most generic boring thing.

45:30
And it's like, even if it doesn't have spell, like we don't care about spelling mistakes.

45:33
We want to hear the real, the personal, you know, come through in the application.

45:38
We don't know who this person is and what makes them passionate about what they do in the world.

45:44
And AI kind of strips that away.

45:46
This morning I had to write a, I had to write a bio, like a 50 word bio.

45:50
So I put it in and it came up with, you know, Stephen Gaunson is a world renowned cinema, like all this kind of horse****.

45:55
And I'm like, that tells that person nothing about who I am and what I do.

46:00
So, you know, I wouldn't rely on AI to do your self promotion, I reckon.

46:04
I reckon you'll be OK to do it yourself.

46:06
But you know, if if you want to put it in just to pick up some spelling mistakes or tone, then you go for it.

46:13
So, so far, we know we're not using it to write our PhDs, we're not using it to write our bios and we're not using it to write our resumes.

46:21
So it's, it's gonna turn out to be really useful.

46:23
Barbara, the question to you, did you use AI to write these questions today?

46:29
No, I didn't.

46:31
But...

46:33
dot dot dot dot dot.

46:35
So what we did was we, we did actually generated about 30 using AI and we did, I did that deliberately because like you, I'm a Luddite and I wouldn't do it on my own.

46:47
But since I had some young spunky people in my team, I was like, oh, why don't you put it through the machine and see what the machine gives you, right.

46:54
So we got a nice long list of 30 questions.

46:57
It was very quick.

46:58
It took 30 seconds.

46:59
It's amazing.

47:01
But then when I sat down to actually script the afternoon, I thought, oh, but you know, I, I want to write something for Robin, knowing what Robin's background is.

47:11
And I want to write something for you knowing what I know that you've said in the past.

47:15
And Stephen, I don't know that much about you, but I want to write something provocative that might get me something interesting.

47:21
So yes, it was a starting point.

47:23
So to go back to that, that thing about it being a starting point.

47:27
Do we have anyone online?

47:31
Question says I agree that some AI practises reduce research capacity, but to play devil's advocate, can you first see a future where what it means to be a good researcher has fundamentally changed because of AI? Fundamentally being the keyword there.

47:54
I'll take that one on because that researcher capability question I've kept raising and I, I am a Luddite so my hunch is no, I can't see that.

48:05
But partly I'm going to say that because AI is, it's a machine, it's not intelligent and it's not thinking.

48:14
And so until that changes, and I actually, I did ask, I've asked some experts this question does, will AI eventually be meet, you know, human intelligence with all its flaws and their view tends to be no, it won't, But you know, who knows?

48:32
We have to remember that these tools aren't, it's not actually thinking.

48:37
So as long as we associate thinking with being a researcher, we were, we're going to still rely on human researchers.

48:48
It's an it's another set of tools and like all tools, presents challenges and opportunities.

48:55
But that's kind of, you know, my very general take.

49:00
Is there anyone else on the panel yet?

49:03
Yeah, something I talk about is, so forgive me if you've heard it before, is this this spectrum of the contribution that these tools make to research?

49:12
And Stephen mentioned that you wouldn't expect to declare the use of a spell checker in a in a thesis or an exegesis.

49:18
And I also mentioned that disciplinary norms didn't have time really to set expected practices when these tools arrived, but are doing so and will do so.

49:31
And so I'm interested in the idea that although the fundamental role of a researcher, I don't think will change the idea that what is declarable, what is expected of researchers will.

49:43
So right now, we would declare ChatGPT in a methodology or in an acknowledgement of a journal article.

49:49
But in 5-10 years, maybe that's not something that you're expected to declare the way that we currently now wouldn't declare Grammarly or Microsoft spell checker.

49:59
So I'm interested in that spectrum of contribution and how that spectrum changes over time, David.

50:07
So at the moment you wouldn't consider an AI tool as a collaborator as a Co author, for example, because it is a machine.

50:15
So that is kind of one that's kind of where you're heading, isn't it?

50:18
Isn't it potentially will come to a day where where you can co-author in the traditional sense with a with a machine?

50:27
And we're not at that time right now.

50:31
There were a couple of research outputs which did declare generative pre trained algorithm as a co-author.

50:37
But there's, you know, as far as I'm already fewer than half a dozen before, you know, the expectations around accountability and authorship became to the foreground.

50:47
But yeah, you're right.

50:48
I agree entirely.

50:49
I think we had one more question in the room.

50:52
Yes, yes.

50:53
And then we'll wrap up time for tea and coffee.

51:00
Thanks very much.

51:00
It's been a really interesting discussion.

51:03
Just going back to something that Robin said about I guess the ethical considerations around environmental concerns of how these these tools are kind of, how they operate, I guess in real life.

51:17
And I've read a lot about sort of the the type of scraping, the sort of, the stealing of people's IP that goes into these engines.

51:28
And I'm just wondering, in terms of the university's position, whether we should be kind of in any way encouraging use of tools that have effectively stolen the IP of researchers, creative people around the world.

51:44
And, you know, is that OK?

51:47
Because we want to be ethical researchers and it's part of what we have to do.

51:52
But is it ethical to be using stolen work?

51:57
Who wants to. It is developing was it, it's reviewing the research policy at the moment.

52:05
And certainly the the approach is to embrace and use these tools.

52:09
So it's, you know, decided that those concerns are not going to be prohibitive.

52:16
But what would you say about that from a research integrity?

52:19
Because it's a very valid question.

52:21
Absolutely.

52:24
Yeah, integrity is one of our RMIT's values, as you've described it.

52:31
I'm not sure that it would meet that value.

52:35
That's my own personal opinion.

52:37
But the tools are here.

52:38
Everyone's using them.

52:42
There's more we should do, including industry. That's really taking off in in industry and government and the law and all kinds of medicine.

52:50
So yes, Anne. Podcast host Sophie here with a quick aside here, Anne Lennox, Associate Director Learning Teaching and Research from RMIT Library, who was also in the audience at this event, also responds to this audience members question.

53:07
It's not yet well established, but there's for a lot of creative people, especially large publishing organisations, AI tools are the new licencing scheme.

53:20
So for creative people in different ways, what what it did originally was terrible.

53:28
You know, it just scraped and stole what was basically available on the Internet.

53:34
It also is scraped and stole everything linked to Open Access in research in the research space.

53:44
But what's emerging now is it's basically a new licencing avenue for creative and scholarly output in some way.

53:53
So that's what's emerging.

53:55
So going back to in terms of the integrity of who we are and what we have, I think our RMIT has taken probably a slow approach and then embraced Val.

54:09
So Val in itself, anything you put into Val, I just wanted to clarify that too.

54:16
Val, anything we put into Val does not train the large language model behind it.

54:21
So Val's, anything you upload will not train it only, Val will only respond to what you put in it.

54:29
Anything that's uploaded to Val is deleted within a period of time.

54:33
So it's not hosting or storing as well.

54:36
So in some ways that's our ethical approach to having a tool similar to what's available out there as well.

54:44
Thanks, Anne, that that's a very important point.

54:47
OK, so it's 3:00, it's time for 10 coffee.

54:51
Can you all join me please in thanking our guest speakers today who've given us so much insight into this topic.

55:00
And it is one of those topics that you can just keep talking about.

55:03
So maybe we can continue the conversation over coffee and tea.

55:07
Well, what a fascinating discussion about the opportunities, limitations, and concerns for using Gen AI in research writing.

55:15
We'd like to thank the following guests for making this episode possible today.

55:19
Doctor David Blades, Professor Robin Barnacle, and Associate Professor Stephen Gaunson. For RMIT research candidates

55:27
the guidelines for using Gen AI in research that Professor Robin Barnacle mentions are now available on the RMIT website under Information for Research Students, Research Integrity.

55:39
We'd also like to acknowledge and thank our library colleagues who ran the event we've been listening to today, Dana Chahal, Barbara Yazbek, Huong Phan, and Sara Ghazi.

55:49
And finally, we want to acknowledge the people who worked on this episode, Sam Stolke, Michelle Matheson, Steven Tapping and me,

55:57
Sophie Langley. You've been listening to the RMIT University Library podcast.

56:02
Thanks for tuning in.
